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**Neural Network Pruning: A Linear Algebra Analysis**

In recent years, the field of deep learning has gained a lot of traction, and as a result, neural networks have significantly increased in complexity, featuring more layers and parameters. While there are many benefits in having these complex networks, such as improved accuracy and the ability to model more intricate patterns in data, they also carry redundant parameters and sometimes lack interpretability. A popular fix to this issue is neural network pruning, a method that involves removing unnecessary weights without significantly decreasing the accuracy of the model. For our final project, we will be exploring three approximation techniques that we have learned thus far in class as methods of neural network pruning, including low rank approximation, principal component analysis, and randomized numerical linear algebra.

We want to use PCA to optimize the architecture design of these networks similar to [2]. PCA will allow us to prune layers by determining the optimal output dimensionality of each feature layer, similar to the method in [2], and then retraining. Another way we wish to use PCA is similar to [4], to reproject the weights of each layer & prune without retraining. The second method we want to explore is that of using low-rank approximations of weights matrices. Similar to [1] and [3], we wish to exploit low-rank approximations of layer weights to speed up multiplication & therefore overall performance. Finally, a third method we wish to explore is that of using approximate, or randomized, matrix multiplication to perform the same.

For each of these methods, we plan to implement them on well-known pre-trained neural network backbones, including AlexNet, ResNet, and DenseNet, & compare the performance on the MNIST dataset. We also wish to perform a theoretical analysis of performance improvement and compare this with empirical results. If time permits, we also want to measure performance across a range of domains beyond image classification.

The goal of this project is to compare and contrast various methods for pruning neural networks with dimensionality reduction methods. We expect that for this simple task, dimensionality reduction should perform very well, with PCA performing the best, followed by low-rank approximations. We expect that the final inference time of the pruned networks should be substantially smaller than original, with similar accuracy retained.
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